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1.1. INTRODUCTION

IN multi-stage sampling design the sampling variance of the mean is
generally a function of different stage variarice components and in
order to know the sampling error of the mean, it becomes necessary
for the sampler to know their values. Further, in order to be able to
develop a suitable sampling scheme and to distribute the total sample
so that maximum efficiency may be attained we require not merely an
estimate of the overall sampling error but also a knowledge of different
variance components; Cochran (1939) has shown..how in case of
multi-stage simple sampling from infinite population, this leads to a
problem of analysis of total variation into different stage components.
Some other authors [Yates (1949), Sukhatme (1954), Crump (1951,
1946) and Henderson (1953)] have also discussed this problem and have
indicated methods how in simple cases the variance components can
be estimated. But if the sampling method is not simple, if the sizes
of the sampling units are unequal, if population is finite, and if samples
~ to be selected from each selected unit at successive stages are not equal,
procedure for estimating the variance components at different stages
is not straightforward and the sampler is confronted with practical
difficulty in making best use of the available data ir planning the future
survey. In this paper it has been shown how the method of analysis
of variance can be suitably used for studying these variance components.
The method of analysis of variance has two-fold advantages, firstly
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calculation procedure is simple, and secondly most of the workers are
very well familiar with this method.

2.1. TwO-STAGE SAMPLING DESIGN

Let there be N primary sampling units (psu) in the population.
The i-th psu consists of M, second stage sampling units (ssu’s). Assume
n psu’s are drawxi with replacement, the selection probability for the
i-th psu in the population being p; (i= 1,2, ..., N). Assume further
m’s (i=1,2, ..., n) ssus are selected from the psu drawn. at the i-th
draw in the sample by method of simple random sampling. m; is
the number which does not depend on the selected psu. Let X;; denote
the value of the j-th s-su (j=1,---, M;) of the ithpsu(i=1,2, ...,
N) in the population, -
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Now Table 1 gives the analysis of variance for m, observatlons in the

sample.

Analysis of variance

Source of variation

Degree of freedom Mean square

Between psu

Within psu

It may be easily seen that under the sampling plan,

E(s) = dog? - 6,2 — AZ”"”

where

and
E (5,2 = &%

E stands for expectation.

Thus s,% is unbiased estimate of Ot

(1)

Now if M, is large, the third term in (1) may be neg11g1ble and

E(Sb2 AO’b + 0‘

&)
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Therefore,

2 2 .
est. sz = il’—)\si . (4)

But if the third term in (1) is not negligible, the estimate of o, given
by (4) will-be an underestimate and the underestimation will depend

N
on the value of X po/M,

i=1

_ . - .
If p, c M;, say p; = M;[M, (where My,=23 M,
i=1
oo=20, (=12, ...,N),
and

: A = M,
E(5,%) = Aay? + 6,2 (1 _ —ﬁ), where i = 10

Theré_f ore

sb2 - Sw2 (1 - }?’4)
5 .

If A/M is negligible, estimate of ;% is given by (4). However, if s;2/M
is small compared to s;2 — s,2/A, bias in accepting (4) as an estimate
of 0,2 will not be serious. Under other conditions estimate of 2
given by (4) will be an underestimate.

QN

est. 0,2 =

It can also be seen if M;’s a-e equal (say M, = M),
E(S2)=)\0'2+6'2(1_i) .
b b w0 M

and

ést. 0,2 =

2 g2 1—2A
) .

If A/M is negligible, the estimate of ¢, is again given by (4).

Further, if m;’s are equal (say m; = m),

. Sp2 — Sp? | 8y : -
eSt-0u2=%+f[‘- ) S 7 (7)

|
1
%
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And if the sampling fraction at the second stage is negligible, "

5,2 — 85,2 .
est. g2 = 2 m—i, _ ()

which is usually obtained from the analysis ' of variance -for large
population. . -

In case of simple random sampling (p; = 1/N), if
0'4=(-7"m .(i=1,2,...,N).

A
sb2 - sz ( - M:)

est. o, = . . : 9)

where #, is harmonic mean. As before, if A/, is negligible, the est. o,
will be given by (4). But if A/#, is not small, estimate of o,? given by
(4y will be an underestimate -and the underestimation will depend on
the estimated variance of the mean per ssu.

In large sampling enquiry calculation of value of A will not be an
easy task and one may be tempted in using an approx1mate value of
A given by

my

= . ‘ (10)

It can be seen that

[

n
, 2 (me — ?
2 where ¢, = *—— v —.

’_"_’\zﬁo n—1

Now if variation among m’s is not large so that ¢,,2 be a small quantity,

in that case /m may be a good approximation for A. But since

m—2Az=0 (equality will be achieved only if m;, = m,
i= l )3

in. using m there is risk of underestimating ¢,2. However, in actual

* practice it is not very common to adopt the system of drawing unequal

number of ssu’s (m;) from the i-th psu in the sample. In an efficient
survey design m;’s will be usually equal although it is likely that through
extraneous causes the number of ssu’s actually observed may be un-
equal. Thus in cases where m,’s are not very much different 7 will
be a good approx1mate to A
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2.2. If the i-th psu is selected with probability pi without replace-
ment and m ssu’s units are selected from the i-th selected psu in the
sample,

E(s®) =2 Z P,

N
+ 2n (nm:T) Z P'iJ' ()?’l - Xj)z’ (11)

i#j=1

E(s?) = ZP , (12)

where Pi is the probability that the i-th unit will be selected in the sample
of size'n ( 2P = n) and P;; is the probability that the i-th and Jj-th

i=1

psu’s will be selected in the sample of size n( Z,’ Py=n(n— l))

i#j=1 .

fo,=6,i=12...,N), s,2 will be unbiased. estimate- of &,2%.
N

. P, . .. Sp2— 5,2 . . ‘
Apd if 1/n A negligible, - will be an estimate of

a quantity

o= 2n(n—1) ZP”(X X,

iF#j=1

which corresponds to the mean square between the psu ’s in the popula-
tion. If the method of selection of the psu be simple random sampling
without replacement

N
1 M,—m
N Ty 2 : i 2
E (Sb ) = Moy + N Z Mi ;% (13)
i=1
. . __. 1 s . .
E (Sw ) = ]_V Gi" = Oy (14)

where
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Equations (13) and (14) will lead to similar results as discussed in »
(4)—(7), although definition of true variances has changed.

3.1. THREE-STAGE SAMPLING DESIGN
Let, as before _ .
N = number of psu in the population,
M; = number of ssu in- the i~th psu in the population,
and A .

K; = number of ultimate stage units (usu’s) in the j-th ssu
of i-th psu, in the population.

- Let small letters (n, m;, and k;;) denote the corresponding number
in the sample.

Let Xy (=1, N; j=1,2,...,M; [=1,2,...,K,) be
the value of /-th usu of the j-th ssu in the i-th psu in the population,
x;z’s will denote the corresponding values in the sample.

Now the analysis of variance table for the sample is given as below:

TasLE II

Analysis of variance

Source of d.f. sum of Mean

variation square square

n . . B

Between psu .. n—1 2k (%, —%.)2 8,2
< :
n my

Between ssu .. my—n Y X ky; (%;—%)2 ’ 8,2

R i 4 < . .

n omi kij _ :

Between usu .. ko—my 3 Y X (xiyp—%,)? 8552
i 1 1

[ki =g;ik{j, ko=Z’,"ki and m, =3J=m1-.].
3 7 P

If the selection procedure of sampling units at successive stages be
simple random,




8 JOURNAL OF THE INDIAN SOCIETY OF AGRI.CULTURAL STATISTICS

) N Mi N

1
E (5,2 =~Z— Z(l—i)oz.
( 1 ) N Mi' k,’j iJ(3)
i=1 =1
. .
1 A 2 9 \
+ N Ay — M. %@ + Aoid (15)
%

i=1

I\ N 1 N 1 M; A
E (5% = N E 0% + & 2 78 z (1 - kT,) o2, (16)
i=1 i=1 i=1

and
N M
Ee)=— Y L Za.z an
3 N 5 ij (3)»
i=1 j=1

where

A my —n
n\ k2
ko — Z e
0 i kO
A= n—1
NYE-L L
; k,
I e
Nj
(Xi., — X.)*
T = N_ 1 s
i=1
Mi -
(Xu - X’L )2
G ey = M. — 1 )
=1 !
Kij
C (A,ijl_")(@)2
G ii(z) = K_____l B
if
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K. M;
Ty = ) X B = o Z z,
. " ijls ,i" - .M.l" u."
=1 j=1,
and '
N
— 1 —
=1
If
0'2”(3)=0'2(3) (j= 1,2""5Mi; i=1,2,...,N).‘
and

021(2) = 02(2)_ ; (i: 13 2’ ooy N)’

and sampling fraction at each stage is small,

E (5% = %3 + Aoy + Aoy, ’ (18)

E(d) =% + A% (19)
and ) -

E (s5%) = o%). - (20)

From the equations (18)-(20) we may easily estimate the value of
o O, and o). ‘ ‘ 3

If in particular case, the same number of samples is selected from
successive stage of sampling units, i.e.,

mi= m(l:' 1, ”'a.n)s

and
k;j'ik(j=l, eam; i=1, ,n),
then
A = mk and A=A =k
Hence
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N .
k m
+ ]’\7 Z (1 - ]Tl;) 0%y
1 . .

i=

+ mk o*y), : 21
and
N N T M
E(s?) = ]ITCI Zf’zi(z) + ]1*\, Z Xl{_@ Z (1 - I?,,) o®%i-
- - 22)
Again if
Oy = O(2) (i=12..,N)
Giig) = O(3) (i=12,..., M i=1,2,...,N),

and sampling fraction is small, we get the similar set of equations as
given by (18)-(20).

It can be seen from (21) and (22) that if the sampling fraction at
- the second stage is small whatever be the sampling fraction at the third
stage it is possible to estimate the value of o(y)? and it will be

52— Sp2 :

T (23)
Similarly, whatever be the sampling fraction at the second stage, if
the sampling fraction at the third stageis small the value of o(® may
be estimated by

s22_S32 ’

e | @4
In particular case, if M, =M (i=1,.. ,N),Ky=K(@{i=1,...,M;
i=1,...N)m=m@{=1 .., n and k;=k(j=1, ..., m;
i=1,...,n), we get

— M—
o) =K% org 4 k25 0% + mibot, @5)
K—k
- E (8% = ko?y + ' %), © (26)
and
E(s?) = o) | @7
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Therefore

2 __ 2 2
st ot = T80 | 8 (28)

and

_S2

. est, 0'2(1) = mk -I— __ S3 + ‘ (29)

If M and K are large, we get the same expression for the estimates of
a2y and o%y as it is obtained in the ana1y31s of variance for large
populatlon

‘ ‘ . N | -
3.2. Now consider the system such that p; ( 2 D= 1) = the
: =1

probability of selecting the i-th psu (i= 1,2, ..., N), selection being
with replacement.

- _
Dy ()_',"p“ (i=1 )) = the probaility of selecting the j-th ssu of
; .

ith psu with replacement (j=1; ..., M;; i=1, ..., N). Assume
usw’s are selected with equal probability without replacement. Then

we get
N . '
E (s = ZP;Z P;(l - _)‘_)02“ ) -4
. h Ki 13
i=1 )
N
X

Po%i + }\102(1)'% o (30)

E (5% = i Di Z Pi.f(l - —‘) 42 3)

j=
N
+ A ._Z; Pic%e, - , €)))
and
N Mi [
E(s) = {_21' Di 121{ Pii%%ia)s 32
where

‘Mi .= —
o'y = 12—"1 Dy (X'lj. - X' )
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N — —
o't =p X, — X')3,

-,
]
fol

— My -
X, =2 puXy .
j=1
and
- N -
X, =2pX.
=1

Thus it is seen that when the system of probability of selection
of sampling units is changed, definition of variance components occurring
in the expectation of mean square in the analysis of variance is also
changed. If the sampling fraction at the third stage is small, the esti-
mates of ¢,'2 and 0,2 (= 2 p,o;(5’?) can be easily obtained from the
equations (30) and (31). However, if sampling fraction is not small
and if

0-211 2023 (.]= L] 9Mi;1—1’ 9N)’
, $p2 — 5,2 5,2
est. o 2(2) = % -+ }?_:;—, s (33)
and
2 2 A2 2 2
(51 _53)—7(52 — 55%)
est. o'y = 5 : ; (34)
1
where
N Mi

K,’ may be defined as ‘weighted harmonic mean’.

Thus estimate of 0’2, is independent of K,’. If the values of As
and A are of the same order so that A;/A ~ 1 (this will be generally
achieved only when the number of sampling units in the sample at
successive stage is of the same order),

S]_Z — 522.

est. 0’2, =
(§9] /\1

3.3. If the selection procedure at the second stage is also simple
without replacement,
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. .
A
E (5% = % Z (1 - K2> Oii"(3)
i=1 ' =1 !
N
+ Z: b (Az'_M)‘Tz (2)
i=1
+ A]d(l) )
N Mi‘ A
E(szz) - Z 1% Z (1 K )%‘2(3)
i=1 ' j=1

N
-+ AXY Pi“,z«;(z),
i=1

and
N My
E (s53%) = Z j{% Z %3
i=1 -L i=1

where o%(y and o2, are given by (15)-(17), and

N - -
"%y = ‘2 pi (X, — X))
=1

If b (X:Mi and 02”(3) = 0'2(3) (j= 1: ey Mu l= 1: .

oy’ = o’ |
E) = (1 B I%\f”) 7@ +VAT~"’2(2) — ‘1%21 %)
+ Ao,
E (52%) = Aoy + (1 - I%:—,,) &2(3,7
and - .
o E (5% = 0%

where

N

I'Iﬁ‘ .

! AU T Z Z.i

i . Kh” - M() Y '.KU .
i=1 i

13

(35)

(36)

. (37).

) N) and

(38)

(39)

4 0):
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From (38) (40) it may be pos51b1e to estimate the values of o%), oy
and ¢"%y.

4.1. It is indicated that with the help of the analysis of variance
it should be possible to estimate the variance components in multi-
stage sampling although. their definition and actual form will depend
upon the system of selection probability at different stages. In the
present paper, the results have been obtained only up to three-stage
sampling design, which we generally come across in this country but
the method will, however, be applicable for any stage of sampling al-
though calculation of the expectation of mean squares as obtained in
the analysis of variance table will be tedious work for multi-stage
sampling. Nothing is known about the precision of these estimates.
One way of judging the precision of these estimates will be by calculating
their sampling errors. In this connection, mention may be made of
the interesting work done by Tukey (1956-57). Although the papers
of Tukey give general method of calculating the sampling variance
of estimated variance components, its application to the present problem
will not be straightforward. Author is studying the subject and the
result will be published in subsequent paper.

5.1. SUMMARY

It has been shown how the method of analysis of variance can be
suitably used for studying variance components in multi-stage-sampling
from finite population. It has also been shown how a fairly good
approximation of these estimates can be obtained without undertaking
detailed computation.
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